status

1. News
2003-11-11

We have recieved a mail a letter on behalf of the JBoss Group, LCC dated October 31,
2003that asks for clarifiations regarding similarity between parts of the Geronimo codebase
and the JBoss codebase.

We are thus in the process of actively reviewing not only the specific claims but also the
code base in general.

2. Project Website

A small info page for Geronimo can be found here.

The wiki for Geronimo is at http://wiki.apache.ora/geronimo/

3. Identify the project to be incubated

-DONE- Make sure that the requested project name does not already exist and check
www.nameprotect.com to be sure that the name is not aready trademarked for an existing
software product.

-DONE- If request from an existing Apache project to adopt an external package, then ask
the Apache project for the cvs module and mail address names.

-DONE- If request from outside Apache to enter an existing Apache project, then post a
message to that project for them to decide on acceptance.

-DONE- If regquest from anywhere to become a stand-alone PMC, then assess the fit with the
ASF, and create the lists and modules under the incubator address/module names if accepted.
4. Interim responsibility

-DONE- Who has been identified as the Mentor for the incubation?

Geir Magnusson Jr. Jim Jagiel ski
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» Arethey tracking progressin thefile
incubator/projects/{ project_name} /status

5. Copyright

-DONE- Have the papers that transfer rights to the ASF been received? It is only necessary
to transfer rights for the package, the core code, and any new code produced by the project.
(new codebase)

» Havethefiles been updated to reflect the new ASF copyright?

Verify distribution rights:

« For al code included with the distribution that is not under the

Apache license, do we have the right to combine with Apache-licensed code and redistribute?
-DONE- Is all source code distributed by the project covered by one or more of the following

approved licenses: Apache, BSD, Artistic, MIT/X, MIT/W3C, MPL 1.1, or something with
essentially the same terms?

e Check al clarification requests from the JBoss group, and in
particular check that this letter dated 2003-10-31 has been properly addressed.

6. Establish alist of active committers

o Areall active committersin the STATUSfile?
» Do they have accounts on cvs.apache.org?
» Havethey submitted a contributors agreement?

7. Infrastructure

CV S modules created and committers added to avail file?
Mailing lists set up and archived?

Problem tracking system (Bugzilla)?

Has the project migrated to our infrastructure?

8. Collabor ative Development
« Haveal of the active long-term volunteers been identified
and acknowledged as committers on the project?

-DONE- Are there three or more independent committers?

(The legal definition of independent islong and boring, but basically it means that there is no
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binding relationship between the individuals, such as a shared employer, that is capable of
overriding their free will asindividuals, directly or indirectly.)

-DONE- Are project decisions being made in public by the committers?
» Arethe decision-making guidelines published and agreed to by all of the committers?

9. Organizational acceptance of responsibility for the project

« |f graduating to an existing PMC, has the PMC voted to accept it?
« |If graduating to a new PMC, has the board voted to accept it?

10. Incubator sign-off
« Hasthe Incubator decided that the project has accomplished all
of the above tasks?

11. Status

From dai n@or edevel opers. net Mon Sep 8 08:06: 42 2003

Mai | i ng-Li st: contact geroni nb-dev-hel p@ ncubat or. apache. org; run by ezm m
Repl y- To: geroni nb-dev@ ncubat or . apache. org

Delivered-To: mailing list geroni nb-dev@ ncubat or. apache. org

Date: Sat, 6 Sep 2003 16:11:25 -0500

Subj ect: State of the Project

From Dain Sundstrom <dai n@or edevel opers. net >

To: geroni nb- dev@ ncubat or . apache. org

Message- |1 d: <ACBD58FA- EOAE- 11D7- B8F0- 000393DB559A@ or edevel oper s. net >

The first nonth of our project has seen a deluge of volunteers, email
and code. |Indeed, for the first few days we had so many vol unteers
that it was al nbst inpossible to keep up with the influx. Many of the
initial volunteers stuck around and are actively participating. The
emai |l volume of the last nonth is shocking. W have had over three

t housand nessages on the list, and for the first few days we were
getting hundreds of emamils a day. The volune has settled down to a
much nore manageabl e | evel, and the di scussions have inproved as a
result. It has been amazing to see the small code seed we started with
grow into a two and a hal f negabyte source bundle. Even with this
massi ve grow h, the code base has renai ned stable (the build has only
been broken a few tines).

G ven these signs, we declare the state of the project to be healthy
and vi brant.

The nmonentum of the project is huge, and it appears we have reached the
critical mass required for a success. However, we have sone chal |l enges

to overcone. One of these is the nature of discussions on the mailing

list - we have had many bi ke shed type di scussi ons thrashing mnute
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details to death but choking out |arger topics. In sone cases, this
has resulted in contributors collaborating offline and naj or changes
happening with little public discussion. This issue is gradually
working itself out, but we all need to be aware of this tendency and
work to keep discussions on the |ist nore focused.

Anot her chal l enge facing us is howto grow the commtter base. There
is sone perception of a cathedral clique of insiders, whereas in
reality, many of the project managenent issues have arisen because the
current commtters are not used to working together and are new to the
Apache Wy. Wth the initial startup phase behind us, we wll be

| ooki ng to expand the project rapidly over the next couple of nonths.

Geroninmo is a conplex project with many col | aborating subsystens and
significant progress has been nmade in nmany areas.

BU LD SYSTEM

Qur build system canme together surprisingly quickly. W have support

for nmultiple nodul es and an anmazi ng aut o-generated web site from naven.
Jason Dillon is currently working out the structure of our fina

buil d, and Dain Sundstrom and David Blevins will be setting up an

i ntegration testing system next week.

SPECI FI CATI ON API s

Sone of the |east exciting but nost critical work has been the
provi si on of unencunbered versions of the specification APIs. Credit
goes to Maas van den Berg and Aaron Mulder for nuch of this work, with
a special mention of Alex Blewitt for diligently building out the
JavaMai | APl which contains substantial concrete inplenmentation

SERVI CE FOUNDATI ON

Using JMX as a kernel technol ogy has facilitated the nmanageability of
the system A Geroni noMBean has been added, intended to be the basis
for other services in Geronino. This MBean provi des support for
mul ti pl e managed obj ects and i npl enents the nanaged object, state
manageabl e and event provider interfaces fromthe J2EE Managenent
specification. Dain Sundstromw || be addi ng persistence capability,
all owi ng the server configuration to be preserved between restarts.

CONSCLE

A consol e subsystemis in progress with web and conmand-|i ne based

i nterfaces under devel opment by N. Alex Rupp and Matt Kurjanow cz.
There are also plans for a GU consol e once a comopn structure has been
det er m ned.

DEPLOYMENT

A common depl oynment architecture has been defined, supporting |ocal and
renot e nodul es, dependenci es between depl oyed conponents, and pl uggabl e
depl oynment strategies. Currently depl oynent is provided for service
archi ves contai ni ng MBeans; support will be added soon for Wb, EJB and
Connect or nodul es. Scanners have been inpl enented for both | ocal and
remote (WebDAV) fil esystens.
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REMOT| NG

Hiram Chirino has inplenented a renoting franmework for routing

i nvocation requests both within and between VMs, freeing containers
fromthe need to handle wire protocols and fail over. The current code
supports both synchronous and asynchronous conmuni cation and is built
on NNO Future work will add Il OP support using the sinple RM/I1COP
ORB, allowing us to neet the requirements of the J2EE specification

METADATA

We have defined a format for Geroni no-specific depl oynment descriptors
and have added a basic object nodel for representing themin menory. A
sinple | oader is in place based on Xerces and DOM and investigation is
proceeding into nore effective XM. bindi ng based on t he XM.Beans

proj ect. Aaron Mil der has been responsi ble for nmuch of the initial

i npl enentati on, and he is continuing work on J2EE Depl oynent (JSR 88)
and Val i dati on.

CLI ENT CONTAI NER

Jereny Boynes has inplenmented an Application Cient Container as a
starting point for enterprise container functionality. This includes a
sinple inplenmentation of the java:conp Environnent Nam ng Context with
support for env-entry and ejb-ref elenents. Basic interoperability
with external J2EE servers has been tested and full support will cone
with the introduction of I1OP renpting.

SECURI TY

A start has been nmde on security by David Blevins and Al an Cabrera in
the formof a JACC (JSR 115) inplenentation which, conbined with JAAS,
wi Il provide a pluggabl e authentication and authorization franmework.

Wth many of the basic services nowin place, we expect to start work
soon on the EJB containers and hopefully will have Session and BWP
Entity support available within the next nonth.

In other areas, co-ordination has started with the QpenJMs and LDAPd

projects to facilitate the integration of technol ogy, and di scussion

has started with CbjectWb to all ow the sharing of technol ogy between
the two projects.

Thi s has been a phenonenal first nmonth in which huge progress has been
made. Much of the technical groundwork has now been [aid and we can
| ook forward to the chall enges of the EJB and Connector subsystens.

The Geroni mo Proj ect
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