The Rsync Algorithm

This paperdescribeghersyncalgorithm,which providesa niceway to
remotelyupdatefiles over a high lateng, low bandwidthlink. The paper
itself concentratesn the corealgorithm,giving the basicmathematical
justificationsandcharacterisinghe problem.In my presentatiorat OLS
I will concentraten someof the practicalapplicationsof thersync
algorithm,suchasthersynctool andrecentwork on gettingthersync
algorithminto a variety of everydayprotocols suchasCVSandHTTPR.

1. Notes

1.1. Original presentation

Theoriginal presentatiomf this talk occurredn room C of the Ottawva Linux
SymposiumQttava Congressentre Ottava, Ontario,Canadaon the 21stof July,
2000at 15:15local time. This presentationvasgivenby Dr. Andrew Tridgell.

1.2. Presenter bhio

Priorto joining Linuxcare,Andrew heldafull-time positionasaresearcheandlecturer
in the Departmenbf ComputerScienceat AustralianNationalUniversityin Canberra.
His researchnterestdancludeparallelcomputing,network protocols,automaticspeech
recognition,andoperatingsystemsAndrew spendshis sparetime working onvarious
bits of free software.He is well known asthe original authorandcurrentteamleader
for the Sambasoftwarepackage.

In additionto SambaAndrew is recognizedor hiswork onrsync,afastfile transfer
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program;Jitterbug, a Web-basedbug trackingsystemNightcap,a learningchess
program;andAP/Linux, a Linux portto the AP1000+multicomputer Andrew is also
oneof the privilegedfew to have withessedhe famousincidentwhereLinus Torvalds
wasbittenby a penguin.

1.3. Presentation recor ding details

Thistranscriptwascreatedusingthe OLS-supplied-ecordingof theoriginallive
presentationThis recordingis availablefrom
ftp://ftp.linuxsymposium.ag/ols2®0/20M0-07-21 15-02-49 C_64.mp3

Therecordinghasa 64 kb/sbitrate,32KHz samplerate,monoaudio(dueto the style of
singlemicrophoneecordingused)andhasafile sizeof 4492512ytes.The MD5
sumof thisfile is: b790b88d23f2815c823ba958840b72a4

1.4. Creation of this transcript

1.4.1. Request for corrections

This transcriptwasnot createdby a professionatranscriptionistjt wascreatedcoy
someonavith technicalskills andaninterestin the presenteadontent.Theremaybe
errorsfoundwithin this transcript,we askthatyou reportthemto usingthebug
trackinginterfacedescribedat http://olstrans.sourcefge.net/ligs.php3

1.4.2. Tools used in transcript creation

This transcriptionwasmadefrom the MP3 recordingof the original presentationysing
XMMS for playbackandlyx (with docbooktemplate)or thetranscription.
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1.4.3. Format of transcript files

Thetranscribeddatashouldbe availablein a numberof formatssoasto provide more
readyaccesdo this datato alargeraudienceThetranscriptswill beavailablein atleast
HTML, SGML andplain ASCII text formats;otherformatsmaybe provided.

1.4.4. Names of people involved with this transcription

This transcriptwascreatedoy JacobMoormanof the Marble HorseFreeSoftware
Group(whosepagedive at http://www.marblehorse.q). He maybereachedt
roguemtl@marblehorse gr

The primary quality assurancéor this documenivasperformedoy Stephanie
Donovan.Shemaybereachedat sdonwan@achilles.net

1.4.5. Notes related to the use of this document

This documents distributedin the hopethatit will beuseful,but WITHOUT ANY
WARRANTY; without eventheimplied warrantyof MERCHANTABILITY or
FITNESSFORA PARTICULAR PURPOSEWHhiIle quality assuranceheckson this
transcriptwereperformedjt wasnot createchor checled by a professional
transcriptionistthetechnicalaccurag of this transcriptis neitherguaranteedor
confirmed.Pleaseeferto theoriginal audiorecordingof this talk in the event
confirmationof the spealer’s actualstatementsreneeded.

1.4.6. Ownership of the content within this transcript

Thesetranscriptdik ely containcontentowned,undercopyright, by the original
presentatiorspealer; pleasecontactthemfor licensingrequestsbut do soin a polite
manneypleaselt mayalsobeusefulto contactthe coordinatorfor the Ottava Linux
Symposiumthe original venuefor this presentationAll trademarksrepropertyof
theirrespectre owners.
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1.5. Markup used in this transcript

1.5.1. Time markers

At theendof eachparagraptwithin the body of this transcript,atime offsetis listed,
correspondingo thatpointin the MP3 recordingof the presentationT his time marker
is emphasizedin documenformatsin which emphasiss supportedpandis placed
within bracletsat thevery endof eachparagraphFor example,[ 05m, 30s] stateghat
this paragraplendsat thefive-minute thirty-secondnarkin the MP3 recording.

1.5.2. Questions and comments from the audience

Theserecordingsverecreatedusinga bud microphoneattachedo the spealer during
their presentationDueto theinherentrangelimitations of this type of microphone,
someof the commentsandquestionsrom the audienceareunintelligible.In cases
wherethe spealer repeatshe audienceguestionthe questionshallbe omittedanda
marlkerwill beleft in its place.Eventswhich happernin theaudienceshallbe bracleted,
suchas:[The audienceapplauds.]

Furtherin casesvherethe audiencecommentor questionsarenotrepeatedy the
spealer, they shallbeincludedwithin this transcriptandshallbe enclosedvithin
doublequotesto delineatethatthe statementsomefrom theaudiencenot from the
spealer.

1.5.3. Editorial notes

Theeditorof this transcriptthetranscriptionis{(if youwill), andthe quality assurance
resourcevho have examinedthis transcriptmay eachincludeeditorial noteswithin this
transcript.Theseshallbe placedwithin bracketsandshallbegin with 'ED:’. For
example:[ED: Theauthoris referringto slicedcheesenot gratedcheese.]
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1.5.4. Paragraph breaks

The paragraplbreakswithin this transcriptarevery mucharbitrary;in mary caseshey
represenpause®r breaksin the speeclof thespealer. In othercasesthey have been
insertedo allow for enhancedlarity in thereadingof this transcript.

1.5.5. Speech corrections by the speaker

During the courseof thetalk, the spealer may correcthimselfor herself.In thesecases,
the correctedspeectwill beplacedin parenthesisThereaderof this transcriptmay
usuallyignorethe parenthisedectionsasthey representorrectedspeechFor
example:My auntoncehad(a dognamedSpot,sorry)acatnamedCleopatra.

1.5.6. Unintelligib le speech

In sectionsvherethe speectof theauthoror audiencéhasbheendeemediseful,but
unintelligible by the transcriptionisor by the quality assuranceesourcea marker will
beinsertedn their places]unintelligible]. Severalattemptswill be madeto correct
wordsandphrase®f this nature.In casesvherethe unintelligiblewordsor phrasesre
clearlynot of importanceo the meaningandunderstandingf the sentencethey may
be omittedwithout marker insertion.

2. Transcript

My names Andrew Tridgell. ’'m goingto tell you a bit aboutrsync,andl’'m goingto
be concentratingpn thersyncalgorithmfor this talk, asopposedo to thersynctool. A
lot of peoplearefamiliar with thetool itself, but theres actuallysomeinteresting
technologyunderlyingthetool, which I'm trying to getafew morepeopleto know
about(thetechnology) pecausét hassomeusesoutsideof thetool. And | wantto,
hopefully, seeit usedin afarwider rangeof applicationghanwhatit’ s currentlybeing
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usedin. And soI’'m hopingthatby introducingafew morepeopleto theideas
underlyingtheinternalsof thetool, thatit mightbeimplementedn a few moreplaces.
And I'm hopingthat,eventually thealgorithmicpartof thetool will becomeas
ubiquitousasQSortor memcoyy or otherstandardalgorithms.. standardutility
functionsthatpeopleuseall thetime in their programming[ 00m, 559

Sothecoreof rsyncis this algorithmthat! call thersyncalgorithm.And it solvesthis
problem,theremoteupdateproblem.Now the remoteupdateproblemis basically:you
have two computergonnectedy avery high lateng, very low bandwidthlink... a
typical Internetlink, atleastif you'rein Australia.So,a pieceof wetstring,areally
patheticlink... andyou’ve gottwo files. Thealgorithmactuallyworkson arbitrary
lumpsof data.You've gottwo lumpsof data;onesitting on oneof thecomputersand
the othersitting on the othercomputerandyou wantto updateoneof the lumpsof data
to bethe sameastheotherone.Soyou're trying to just updateafile remotelyandyou
don't know... it' sreally like themorningafteralgorithm.It’s analgorithmmeantfor:
whenyou didn’t have theforethoughto, atoneendor the other have a copy of theold
file soyou couldrunadiff, or an Xdelta,or someothertool lik e that. Soyou don’t have
ary way of doinga local diff betweerthetwo files andsendingthat.[02m, 09s]

Thersyncalgorithmis away of solvingthis problemandmuchlik e neuralnetworks,
thelastresultfor peoplewho don’t understandhe problem,rsyncis agoodway of
solvingthis problemwhenyou don't know exactly whattypesof change$iave been
madeto the data.Therearealwaysmoreefficientalgorithmsthanrsync.If you have
structureddata,andyou know preciselythe sortsof updatesthe constraintonthe
typesof updateghatcanhapperto the data,thenyou canalwayscraft a better
algorithmthanrsync.And that’s preferableby sayingwell you could alwayscraft
rsync,butin factyou’ll verylikely beableto crafta muchbetteralgorithm.But rsync
is usefulbecausdt doesnt requireary thinking; andit doesnt requireary forethought
to organize to have particularinformationaboutthe old file storedbeforehandSoit’s
lik e this morningafteralgorithmfor copying datawhenyou needto updateremote
data,you don't know the old data,or you don't have ary controlovertheremote
changeskFor example,you may not have ary knowledgeaboutwhatchangesve may
have madeat the otherendof thelink becausgou’re notthe persorwho madethose
changesAnd yetyou're the persorwho hasto updatefrom thatfile. [03m, 31s]

Okay, sohow do you go aboutdoingthis?Now prior to thesesortsof algorithmsreally
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therewereonly two waysof doingthis; onewasthatyou couldjustthrow some
compressiomtit. You couldjustcompresshefile andsendthecompressedile. That
might gainyou afactorof three,afactorof five, afactorof ahundredf it'sa spamfile
or somethingSoyou might be ableto getsomespeed-upf thefile is reasonably
compressible[.04m, 02s]

But thatreallyisn’t enoughyou know; peoplewantmoreof a speed-ughanthat. Just
becauseheres alot moredatathere;theres alot moreinformationyou’re nottaking
adwantageof. You have theold file. It's likely thattheold file hasalot in commonwith
thenew file, becausaisuallyin abig file, thechangesaresmall. Wherel’'m deliberately
beingvaguehere,smallon anundefinedscale As soonasyou startdefiningthe scale
of the sizeof thechangesactuallydefiningthose you immediatelyhave to getinto the
areaof structuredcchangesndstructurego thefile, in which caseyou probably
shouldnt be usingrsyncaryway. [ 04m, 43s]

Sothenext thingis: you couldkeepthe old file; you could have someforethoughtand
arrangeatoneendor the otherto alwayskeepthe old file andthatway you canalways
sendadiff. That's notalwayspractical.Sotheremoteupdateproblemis: is therea
betterway of doingthis, of updatingthe files remotely without all of this prior
knowledge,anddoingbetterthanjust compressiontaking advantageof the datain the
old file? [05m, 14s]

Firstof all, maybewe shouldactuallygetyou guysto give someideas.Thoseof you
thathave alreadyreadthe paperaboutrsyncmaybeshouldnt saywhattheideais. Can
anyoneheresuggeshow you mightdo this; whataresome.. Whatl find is that,it' sa
bit embarrassinggeally. | took severalyearsto work onthersyncalgorithm,but
generallywhenl describethe problemto somebodyasa freshproblem,mostpeoplein
the CSDepartmenbackat ANU workedit outin abouthalf anhour. But thenagain,
they knew therewasa solutionor | wouldn’t have beenaskingthem.Somaybewith a
few peopleyou’ll work it out muchquicker. Doesanyonehave ary suggestionsPlow
would you go aboutdoingthis?[ 05m, 53s]

[The spealer callson anaudiencanembelj

“Split thefile into half andthentry to do achecksum..keepbreakingit up into smaller
piecesuntil thechecksummatches...”
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Indeedyou could;the problemis: whatif someonéasinsertedonebyteinto the
beginning of thefile? Thenneitherhalf is goingto matchthe half atthe otherend.That
will only work if you've modifiedexactly half of thefile or you've keptthingsaligned.
If thealignmentshave changedatall, if any of the datahasslid in thefile, evenby one
byte,thenary algorithmbasedon matchingblockswith correspondingdplocksin the
otherfile won't work. Okay, soanotherdea...[06m, 329

[The spealer callson anaudiencanember]

“Y ou couldtake sixteenbytesandsendthatandthenhave the otherendlook for thatin
their file. Checksunover, say a kilobyte afterthe match.”

Okay, you couldindeed.Now if you're sendingust sixteenbytesatatime, you've got
alot of roundtrips. Thisis anotheroneof the constraintsI’m goingto changethe
problemonyou. And I’'m goingto addthe additionalconstrainthatl wantto dothe
wholethingin oneroundtrip. In fact,| wantto doit in oneroundtrip for any number
of files, evenif you have ten-thousandiles, | wantoneroundstrip in total. Justto make
it abit harder Let’s consideljust onefile atfirst, though.[07m, 08s]

Theres still anotherslight problem.Sayyou sentchecksum®f every 16 bytesto the
otherend.Well first of all, that's goingto be big, it’ sgoingto be a large percentagef
thefile, so16istoo small.Soletsmakeit, say 600instead Okay, thenthe checksunis
goingto be 1% or somethingpf thefile, somethingof thatorder Whichis gettingmore
reasonablg.07m, 32g]

Thenyou've gotaslight problemthatyou’ve gotto checksumit at every offsetatthe
otherend.Now sayit’s amegabytefile atthe otherend.Thatmeansyou’ll be
calculatingamillion checksumg.07m, 44s]

[The audiencanembercontinues.]

“Wait, | saidjustsend16 bytes,notthe checksunof 16 bytes.Sothenyou canjust
look for that16 bytes...”

Right, andthenyou're gettingvery close.The veryfirst versionof rsyncused
somethingvery similarto this. Rsyncactuallycameout of somework | did on search
algorithms.How mary of you know aboutthe Boyer-Moore-Gospestringsearching
algorithm?Very, very common.We have basicallya deltatableandyou jumpthe
lengthof the deltatable.[ 08m, 14s]
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| wasdoingsomework on searchindargetext databaseandl wantedto searchor
multiple alternates. We werelooking up in thethesaurussomebodywaslooking for
somethindik e appleandwhatyoudois youlook up in thethesaurugor all the
synorymsof applein differentlanguagespearsandorangesandrelatedwords...and
you wantto searchfor ary of thosein asinglepasssoyou cando athing calleda
multi-alternateBMG algorithm.And thatis avery fastway of doingthat.[ 08m, 43s]

Theveryfirst rsyncalgorithmdid in factdo that. It sentchunksof data;whatit did is
divide thefile into blocksandit sentthefirst few bytesandthelastfew bytesof each
block andthe checksunof thewholeblock. Thenwhatit did is usethis multi-alternate
BMG searchalgorithmto searchor the beginningof the block or the endof the block
in thefile. And whereit foundthatthe beginningof the block matchedit checled: does
theendof theblock alsomatchanddoesthewhole checksunof the block match?n
which caseit says:we’ve probablygot a block match.[09m, 13s]

Soin factyou're close;unfortunatelyit endsup beingratherslow. It doeswork, though,
andrsync0.01did that,but it wasunacceptablglowv. Becausalthoughmulti-alternate
searchalgorithmsaremuchfasterthanstandard8MG-typealgorithms they’re still far
too slow; we actuallyneeda searchalgorithmthat'’s linearandaboutthe samespeedas
amemorycopy. [09m, 379

Okay.. otherideas...

“GNU diff takesthefile andsplitsit into chunksafter certaintermsandchecksums
eachline andthensearche$or checksumsvhich matchthatline.”

Firstof all, text basednot muchgood.Theotherthingis GNU diff reliesonthe
bandwidthbetweerthetwo files beingvery, very high. It'slocal. Both files arelocal.
[10m, 049

“But it couldbe donein ashiftedfashion...”

Not usingthediff algorithm,no.

“How aboutnot usingthediff algorithmdirectly, then...”
Thisis whatXdeltais.

“... you cansendthechecksums...”
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Yes,you cansendchecksumswhatyou’ll endup with is basicallysomethindik e the
rsyncalgorithm;you’re exactly right, but assoonasyou have differing sizedblocks,
thenyou’ll find thatthe bandwidthrequirementso getsufficient datato the otherend
for the searchalgorithmwill be massve. Sothoselocal differencingalgorithmscanuse
differing sizedblocks,right, they canusecarriagereturnsandthings,but assoonas
you go remoteandyou’re worried aboutthe costof sendingthe signaturesandthe cost
of doingthe searchandthings,you really have to goto even-sized[ 10m, 47s]

Okay, otherideas?q 10m, 49s]

“We combinethefirst suggestiorof progressiely doinglik e a binary breakupof the
file with looking for the blocksthatwe’ve brokenup andmoving them.”

Soyou couldbreakit up into blockson oneendandon the otherend,you couldlook
for it atdifferentboundarieandnotjustthe block boundariesOkay, that’s getting
closer Yes,in factyouwantto look on every boundary Youwantto look at every
singlebyte boundaryatthe otherend.[ 11m, 139

“Sendbackoffsets,asin we foundthis, but it wasoffsetthis far...”

Right, you could,yes.But the problemthereis still... sendingt backis no problem;the
dataformatfor sendingt back...theres mary, mary formatsyou coulduse;it’s more
thefactthatit’sanN-squared..If you're doingyour checksummingtevery single
offset,thenyou’ve gotamillion differentoffsetsin a 1 megabytefile. You've gotto do
amillion strongchecksumsyou're goingto bethereall day It'stoo slow. [11m, 51s]

Sohow dowe make thatfaster?
“How aboutarolling checksum?”

Right. That's exactly right andthat’s the coreof rsync.Basically rsynccombinesa
rolling checksunwith a strongchecksumTherolling checksumis notcritical to the
algorithmexceptfor speedTherolling checksunis afilter onthe strongchecksumto
make surethatyou only runthe strongchecksunwhentherolling checksunmatches.
[12m, 219

Now for thoseof youwho don’t know whatarolling checksumis, I’ ll startexplaining
that.In fact, I’ Il explainthatnow, thengeton with therestof thetalk. A rolling
checksumis anupdate-ablehecksunor update-abldash.Sayyou've got a buffer
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here,youknow in the middle of the air aboutthere.And you know the checksunof
thatbuffer andyou wantto know the checksunof this buffer, onebytealong,where
onebyte hasbeenaddedontheendandonebyte hasbeenremovedfrom the beginning.
Soyou'vesslid alittle window alongby onebytein afile. Now arolling checksumis a
checksumwhereyou cancalculatethe nev checksunfrom the old checksunwith a
very smallnumberof operationsMaybethreeor four addsanda coupleof subtracts
anda XOR, or somethingA very smallnumberof operationgo getfrom achecksum
in thislocationto a checksumin thatlocation.And that’s calledtherolling propertyof
achecksumAnd thatis the key to makingrsyncefficient.[ 13m, 219

Okay, solet’s have alook now, to answerthatquestionyesthereis a betterway andthe
basicalgorithmgoessomethindik e this, althoughthoseof you who have been
following thelittle bit-windowing sofarwill now alreadyknow this andyou cango and
look at oneof the othertalks.[The audiencdaughs.][ 13m, 379

Firstof all, we do signaturegenerationandwhatwe dois we generatavhatl call a
signatureblock for theold file. Okay; in factyou caninvertthis wholething andyou
cansendthe differencesn eitherdirection.Eitherfrom therecever to the senderor
from thesendetto therecever. Therestwo differentwaysof doingit; I'm goingto
explaintheonethatis in thersynctool. Theonethatis in thersynclibrary, whichis
partof someotherapplicationsof rsync,in factdoesit everythingin the otherdirection,
for variousreasonghatl’ Il getinto later. [ 14m, 07s]

Signaturegeneration..we generate signatureblock. Now the signatureblock consists
of achecksumpr you take afile of saya megabyteanddivideit into, say six- or
seven-hundredyte chunksor kilobyte chunks,say you know, chunksof aboutthat
size.And you take two checksum®n eachblock. Oneof themhasthis rolling property
thatyou mentioned And theotheris a corventionalhash.l useMD4, becausé happen
to have anMD4 routinelaying aroundwhichis niceandfast.[ 14m, 40g]

Soyou take thesetwo hashe®n eachblock andyou bundlethemup andyou putthem
all togetherandthat’s your signatureThe signaturds justthe checksum®f eachof
theblocksconcatenatetbgetherto bealump. Theoverall sizeof thisis about1% of
thefile, of the orderof magnitude..theres variousmathsyou candoto work outthe
optimalsize,dependingon variousassumptionsvhich arenever valid, but therule of
thumbis about1%.[15m, 119

11
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Thenext partof thealgorithmis the signaturesearchSoyou do this signature
generatiorandyou sendthe signaturego the otherend,to the guy who’s gotthe new
file. Right, soyou do the signaturegeneratioron theold file, sendthoseacrossSo
you've usedonehalf of your roundtrip already Sol said,rathermeanly to thefirst
suggestiorhere thatl only wantedoneroundtrip, right, addinga conditionto the
problem,whichis the classicway of doingthings.[ 15m, 39s]

Sowe sendthatandwe’ve gotonehalf of theroundtrip gonealready Sowe've only
gotonesendleft andthenwe’re done.Whatwe do thenis thatwe now have to search
for blocksfrom the old file thatarepresenin the new file atary offset. And that’s the
trick. You have to find themat ary offsetatall, any byte offset,becaus¢hatway you
handlearbitraryinsertionsanddeletions Otherwise you’'d only handleblock size.It' d
befine for VMS with record-basetilesystemshut it’d beterriblefor UNIX, where
thingstendto be byte-oriented][ 16m, 189

Now thatsearchalgorithmusesthisrolling hashandwhatit doesis it takesthe hash
androlls it alongthenew file, calculatingthe weakrolling hashchecksurmat eachbyte
offset,looksit upin alittle hashtableandif theweakchecksunmatchestherolling
checksunmmatchesthenit goesandcalculategshe strongchecksumlf thestrong
checksumandthe weakchecksummatch,thenyou assumeyou’ve got a block match
andyou've founda commonblock betweerthe old andthe new file. [ 16m, 519

Thenyou've gota simpleencodingmechanisno encodehatinformationbackto the
recever, theguy with theold file. Sowe canreconstructhe new file from this encoded
data.Now whatdoesthatlook like?Let’'s have alook. Soheres a bit of a diagramof
how this turnsout. Now have we gotalittle pointerheresomavhere”No?1I’ll justusea
finger [17m, 169

Whatwe've gotis thisis theold file sitting uptherefile A, andthatconsistof these
chunksof data.Now I’ ve justdravn themwith differenthashesSowhen,seethis
cross-haslgoesthis way, down to theleft, assumehatthisis the sameasthis one
which alsogoesdown to theleft. And thisonehere,whichis alittle brick-like, is the
samdump of dataasthatbrick-like oneoverthere.That's whatthelittle diagramis
supposedo mean.lt’s all very obvious,| hope.[17m, 555

Okay, soheres our new file andheres our old file andthisis theresultingdifference,
which getssentover thewire. And theresultingdifferencethefirst block of the new
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file doesnt exist in theold file, sowe have to sendit asliteral data.We have to send
thatoverthewire, right, becausehatdatadoesnotexist in theold file, thereforethe
informationis not presenbn thereceving computerYou've gotto getit there
somehav. It’ s basicallygotto go overthewire. [ 18m, 30s]

Therearesecondrderthingsyou cando, you cando thingslike compressiomn this,
no problem.Rsyncdoesthatif you usethe-z option,it’ Il compresghat. And theres
sometricks you cando to make thatcompressiomo especiallywell andthings.But
basicallyyou've gotto sendit. [ 18m, 45s]

But this secondump of datain the new file is the sameasthis lump over here,whichis
justin adifferentpositionin theold file. Okay, sothe searchalgorithmwill find a
matchbetweerthislittle block hereandthis block here,andwill emitatoken.The
tokenis justanindex into theindexing countor whateser you wantto encodet as,it’s
aRLL-type encodedRLE-typeencodedn rsync,tokenwhich representthe match
from theold file, thelocation,which is sayingto the destinationwhenyou're
reconstructinghis new file, shove outthislittle literal block of data,thengo andfetch
tokennumber0123from theold file andshove thatout. [19m, 39s]

Thenwe see thenext lump of data,this hashhere,is the sameasthathashoverthere.
Sowe sendanothertoken. Thentheres anothertokenandandthis lump of datais
anothedump of literal data,that’s thatlump of literal datawhich doesnt exist
arywherein theold file. Sowhatwe endup with is; the differencegoingover the wire
is alternatelumpsof literal dataandtokensrepresentingumpsof datafrom theold
file. [20m, 04s]

Okay, sothat’s our difference And we cangeneratehatfrom the searchingor the
signatureblocksin thefile, andthat's all fine. Soit’ s notreally thatmagicwhenit
comesdown to it, whichis why peoplework it outin afew minutes,andwhy it took
meseveralyears Butit’s very easyto code;you cancodeup thersyncalgorithmin a
matterof afew hundredinesof code.You canmake it fastin notmuchmorethanthat
andsoyou shouldbeusingit in all of your programs|20m, 40s]

Okay, solet’'sgointoit alittle bit moredeeply:signaturegenerationThefile is divided
into uniform blockson thereceving end.Now it hasto be uniform blocksif you want

to make thisthing atall efficient. I’ Il let you think aboutthatyourseles.l know people
herearealreadythinking: how canl doit in non-uniformblocks,optimizeit? Thereare

13
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waysof doingnon-uniformblocks,but only if you're willing to handlemorethanone
passOr you're willing to increaseheamountof signaturedatathatgetssentoverthe
wire considerably[ 21m, 10s]

So,becaus®f lateng, thoseof you thathave donethatmuchnetwork programming
will know thatlateng is atleastasimportantasbandwidth,if notmoreimportant.
Particularlyif you'rein Australia.And bandwidthreally canbe quite cheapbut lateng
is oftenackiller, andsol really wantedto keepthelateng to anabsoluteminimum. Sol
wantedto keepit down to oneroundtrip total. Of courseT CPthrows extra, you know
with its windowing, it's ACKs andall that,but at leastbecausef thewindowing and
thesmartsn TCR the costsof the extra roundtrips andthingsarent really thathigh.
Whereadogical roundtrips up atthe algorithmlevel would be akiller. [ 21m, 50s]

A gooddemonstratiomf thatis: if youlook in | think chaptetthreeof my thesis,I’ve
gotalittle tablewherel show the speedf rsync-ingathousandgsmallfiles, like one
bytefiles, versusFTR versusRCP And rsyncwaslik e two secondsaaindFTR (thisis
overamodem)andRCPtook up like the orderof minutes.It’sanenormouglifference.
And thatwasnt thersyncalgorithmdoingarything, becausét cant do arythingona
two-byteor one-bytefile, it wasthefactthatit wassaving lateng; thefactthatit was
usingoneroundtrip for all thousandiles, ratherthandoingoneroundtrip perfile. Soa
lot of thetime whenpeoplefind rsyncfast,it’ s not becausef thealgorithmunderneath
it, i’ sbecausé saveslateng. [22m, 35s]

Okay, anyway; it’ s dividedinto uniform blocks.On eachblock we calculatetwo
checksumspneof which hasthis specialrolling property Additionally, we also
calculatea whole-file strongchecksumWhy do we do that?To make surewe
reconstructhefile properly Do we actuallyneedthat?You could have a badlink, but
we’re alreadydoing checksumsThefirst versionof rsyncdidn’t have thisandyet| can
assureyou thatthefirst versionof rsyncwill notfail, it won’t fail in thelifetime of this
universearyway, exceptfor bugs,therewereplentyof those but it won'’t fail dueto the
algorithm.Why not?[23m, 22|

[Thereis anunintelligibleresponsdrom theaudience.]

Yeah thatthey’'re the sameto begin with, thealgorithmwould be very, very efficient.
Thedifferencewould bejust a bunchof tokensandthenrun-lengthencodehoseand
it'd belik e four bytes.Sothat’s nota problem.[ 23m, 369
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Thereasorthe whole-file strongchecksums neededs soyou cancheaton the block
checksumsWe canusereally shortblock checksumslf you usesomethindik e a full
MD4 for eachblock, 128 bits perblock, thentherewould be no pointatall in having
thewhole-filechecksumBecause/ou're alreadydoinga 128-bitchecksunperblock.
Right, but 128bits perblock, 16 bytesperblock, is very expensve. That's alot of
checksundata.lt meansyou’d have to have large blocksin ordersoyour checksums
don't swampthelink. Soinsteadwhatyou dois you trim down the sizeof the
checksunperblock; you make it really small. Which meangheres a probability,
theres asmallprobabilitythatthe algorithmwill fail. You have to catchthat.[24m,
309

And you catchthatwith thewhole-filechecksunwhich you cando atthe sametime;
you cancalculateat the sametime with nice cachingpropertiesgtc.asyou're doingthe
individual block checksumsAnd thatway you know whenyou've scravedup. [ 24m,
46s]

In fact,it turnsoutthatit’s extremelyrarethisis neededaryway, becauséeherolling
checksumis actuallyquite strong.It doesnt needto bethatstrong,but it justturnedout
thatthealgorithml usedwhichis a derivative of the Adler checksumis...it’s a 32-bit
checksumiwo 16-bit halves.It hasaneffective strengthof about28 bits, whichisn’t
badfor arolling checksumTherearebetterones though.Somebodyat defensen
Australiahasonewith aneffective strengthof about31.50ut of 32, butit'salot more
expensveto calculate[25m, 19s]

Anyway, soyou needthis soyou canusea smallblock checksumThe currentversions
of rsyncusea 16-bit block checksumplusa 32-bitrolling checksumgiving you atotal
of 48, effective strengthof about46. Whichis still plentysothatnoneof you, if you're
runningrsyncall thetime have ever noticeda resendandusingthe strongchecksum,
but it stherebecausét will happeronceevery, you know, hundredyearsor so.Soyou
do have to make sureandcatchit whenit does[25m, 535

Okay, the signaturesaresentto the sendingside,obviously, andthe optimal size
depend®nthedata.Althoughthedependengis afairly flat one.If youlook atagraph
of optimalsizeof the signaturesizeversusthetotal datatransmittedthe efficiency of

it, i’ sarelatively flat graph.Soyou canplay with it onthe commandine of rsyncwith
the-b option;rsynchasgot “option-itis” quitebadly. You canplay with thatif youwant
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to, but you'll find thatit’ s arelatively flat graphexceptin someparticulartypesof data,
whenplayingwith thatcangive you massve improvements[ 25m, 34g

“Why doyou useMD4; why notusesomethingsimplelike CRC167?”

Primarily asa PR stunt.Whenrsynccameout, nobodytrustedit. Everyonesaid:it

cant work; thisis goingto fail all thetime; the probabilityfor failureis blahandblah.
And therewereall thesepeoplesayingit’s notgoingto work. Some beingableto tell
themthatrsyncfailing is equialentto breakingMD4, givesthema nice,warmfeeling
in thetummy: Thefactis thatno oneis attackingthetransfer right. Becausehey’re not
attackingthetransfera CRCis ideal. And in factl would have useda CRCif it wasnt
for thefactthatuserswouldn’t have trustedit. [27m, 155

But you'reright, from amathematicapoint of view, a CRCwould befar more
appropriateput MD4 is actuallyvery fast.It’s quite a bit fastethanMD5; | already
hadonelaying aroundthat!l’ d written for Sambapecausegou needit for the
encryptionstuff in Sambaandit alsomeantthat| felt very confidentthatl was
transferringtheright data.Thatwasparticularlywhenl wasnt usingthewhole-file
checksuml couldnow, for example,goto a CRC perblock andgoto anMD4 for the
whole-filechecksurmandthatwould befine, becausé¢henl canstill sayit’s equivalent
to breakingMD4, but why bother?Thatis notthe bottleneckandin factthe bottleneck,
whenpeopleusethe-z option,90% of the CPUis in gzip, you know, the zlib library.
[28m, 029

[The spealer callson anaudiencanemberfor a question.]
“Y ou talkedaboutthe possibility of failure beingmaybeonein ahundredyears...”

Much, muchhigherthanthat. Thatis if... the probability of it evenneedingthe strong
checksumThe probability of failureis aboutonein 10-to-the-11ttpower yearsif
you...I've gotaslide onthat, but basicallythis universewill belong deadbeforethe
algorithmfails.[28m, 26s]

[The audienceanembercontinues.]
“How did you testthat?How do you know theresendcodeworks?”

Oh, 1 know, exactly... well he'sright, you needto test...codethatisn’t testeds broken.
Everyoneknows that.If you haven't testedyour code,thenit doesnt work. Sowhatl
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did wasl droppedt backto a 2-bit weakchecksumandl tried lik e 2-bit and4-bit and
5-bit andvariousoneswhich meantthe probability of theresendvasmuch,much
higher And | gotit to resendevery houror soandthatway | wasableto testthatthe
resendcodedoesin factwork. In factl evendid oneof therelease®f rsync:
accidentallyhadaone-byte| think, because’d left the constantvrongfrom some
experimentationlt didn’t matter though,you know, it’ sjust...anyhow. Yes,somaybe
it actuallygottestedby someonelse,apartirom me.Whichis good,yes,deliberate pf
course[29m, 15s]

Sothat’s basicallyhow it worksandafailure probability, yes,you canwork out... There
wasaratheramusinge-maill gotfrom oneparticularpersorworriedabouthis data.He
said:no, no, we cant dothis, the probability of failureis huge;it’ Il happerall thetime.
And hehadthis great,long pageof math;hesaid:if we assumehis sortof dataand
blah,blah,blah,math,math,math,math...long pageandat the bottom,it saidit will
fail atapproximatelylO-to-the-49ttpoweryears.Oh, | supposehat’sokay [The
audiencdaughs.]’'m gladhestill hit send becaus¢hatwasquite cute.He was
actuallyoff, his mathwasa bit off, but it's a massve number basically Theuniverseis
thoughtto be about10-to-the-10ttpower yearsold andif you assumenemillion
transfergpersecondof aonemegabytefile, constantlythenyou endup with aboutone
in 10-to-the-11tlpower yearsapproximatelySoit’sabig number[30s, 12s]

Yes,theres aquestionover here?

“Y eah,l wasjustwondering..whenyou seeafailurein oneof theindividual checks,
whatexactly do you doto recover it? Justsendthewholefile or...”

No, whatl dois resendwith thefull 128-bitperblockandl seedthe checksum
differentlyeachround,sol useadifferentseedfor the checksumalgorithm.What!| do
is: with MD4, | puta seedatthefront of theMD4 andMD4 hasheghedataplusthe
extra seedatthefront. Evenif therewassomeparticularfailure modeof MD4 in the
block algorithm,it’ s goingto be a differentseedevery time andthe only way you can
tell is you seethefile nametwice. [ 30m, 55s]

But thefilenametwice canhapperunderothercircumstancesf you've seerthis
happenit’s almostcertainlybecausehefile changediuringtransfer Rsyncdoesno
locking. Which meanghat:if you aremodifying afile while it’s beingtransferredthen
probablythe checksunwill fail andit’ Il goroundagain.And if it goesaroundtwice,
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andit still fails, thenit printsa messagesaying;Error, checksunfailed, file changed
duringtransfer?And it’ s probablyafile like alog file that's beingconstantlyupdated
andsothechecksumslidn't matchbecausdt’ s never goingto beableto getit exact;it
meanghatwhatyou've gotonthe otherendis somethingvhich will approximate
somesnapshobf thefile, but becauset’ s notdoingary locking, it cant guarante¢hat
it’ sgot a particularsnapshoof thefile, becausgou cant have anatomicreadof the
wholefile. [31m, 49s]

“Why is thereno locking?”

Becausenobodys submitteda patchfor locking yet. It doesnt dolocking for anumber
of reasonslLockingis cooperatrein UNIX andhasto cooperatavith someother
locking scheme..which locking scheme? couldflock() it, I coulddo somethindike
that.Whatdo | doif it'slocked?Do | thenblock thewholetransfer?And thenpeople
usethisin cron,etc. WhatI’'m thinking of doingfor afutureversionis having alocking
option,—locking=flock,—locking=mailbox—locking=somethingyou know, various
schemesindyou candropin differentlocking schemesf you wantto. If you're silly
enoughto usemandatorylocks,you couldactuallymake it work properly UNIX
doesnt really usemuchlocking andsoUNIX toolsdon't tendto lock stuff. cp doesnt
lock andothertoolsdon't lock, but you'reright thatit couldbenicein somecasego do
locking, particularlyif you're transferringknown typesof datawhenyou know the
locking-styleof thatdata,lik e mailboxes.[ 32m, 549

Whatl tendto do for mailboxes,in factall of my mail getsdeliveredandsentusing
rsync,l’ve gotanrsync-basednailer;it’ satiny little shellscript.It’sin
/publ/tridge/mis@n samba.ag... abouta couplehundredines of shellandit does
send/recefe SSHtransferrallt’ s actuallynice stuff, anicelittle mailer. Anyway, plug
number.. And it useghat,whatit doesis insidethersync,it callsthe movemailand
thatof coursedoestheright locking stuff, atomicand...you know, wondroushings.
Okay, that'sthat.[ 33m, 365

Someof you maynotrealize,you canactuallydo alot of thingswith thersyncoption
-i, asl mentionedearlier Oneof the cutethingsyou cando...peoplegetaskingabout
thingslik e: pleasecanyou addanoptionto rsyncto run this commandn completion?
Well, no, becausgou cando thatalready Theres thersyncpathoptionwhich says
whereto find rsyncontheremoteend.Now thething on theremoteendonly hasto
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look likersync,it doesnt actuallyhave to bersync.Soit canbe a shell-scriptwrapper
thatrunsrsyncin the middle,checksthe errorcodeanddoesvariousthingsattheend.
And that’s how my mailerworks. Thereforeyou canrun arbitrarycommand®n (the
completionof rsync)the successfutompletionof rsyncs by usingthersyncpath
optionto specifya programotherthanrsyncthathappendgo call rsyncandsendit to
standardn/standardut atthe otherend.Soanyway, thoseof you thatlik e playingwith
shellscriptsmightlik e that.[ 34m, 38s]

Theactualrsyncprogramhasa bunchof otherfeatureghatmalke it a usefultool, which
arecompletelyorthogonato the algorithm.Particularthings...lateng-saving design |
spenteightyearsstudyingfrom the otherendof a modemfrom whereall my datawas,
andsol tendedo worry aboutlateny andoftenmy stuff wasonthe othersideof the
world aswell, sol really caredaboutlaten; it really caresalot aboutlateng. Fang
file list handling,excludes skippingfiles, thatsortof thing. [35m, 11|

SSHsupport,peopleseento like thatalot, it's very usefulatgettingyou secure
transfersAnd thankgod OpenSSHow hasfinally got non-blockingl/O. Thatwasa
majorpainwith rsync,theblocking /O andvariousbugswith pipesin kernelsof
variousoperatingsystemsandthings.Finally, OpenSSH2.1 andabove does
non-blockingl/O which meangsyncworks muchbetter Soif ary of you areusing
rsyncover SSH,thengrabthelatestOpenSSHthingswork alot better alot more
smoothly [ 35m, 43s]

Daemonmode...rsyncis now becomingguiteacommondistribution tool for various
placesA lot of sitesthathave FTP sitesalsohave rsyncsites.And it sortof exports
sharesandthatsortof thing.[35m, 47s]

Incrementabackupis onethatpeoplearent awareof. Rsyncactuallycanbeusedasan
incrementabackuptool. Includingdoinglik e rotatingbackupsandall sortsof things
lik e that,usingthe—backup-diroption.| shouldput up somemoreexamplesof thaton
thersyncsite.We useit for all of ourbackupswe have a backupsenerin theoffice
andrsynchasbuilt-in the capabilityto say:okay, updatethis remotedirectoryasa
backupbut ary of thechangediles, deletedfiles, putthemin thisincremental
directory And thatway you canhave a sevendayrotatingbackupandthatsortof thing,
whichis quiteuseful.But alot of peoplearent awareof that.[ 36m, 35s]

And in all of this stuff, the significanceof theactualunderlyingsignaturealgorithm,
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searchalgorithm,really hasbeenlost. (Now, don't know how muchpower I’ ve got left
in this; don’t wantit to embarrassinglyurn off in the middle of thetalk. Oh boy!
Paver. Wherestheplug?I’'m aboutto lose...I'd bettersuspendGreat.Right, saved! |
hope.Batterychaging...yes.ZeropercentWe just madeit. Okay, thatwasclose.
Therewasthis light flashing;l wonderedvhatit meant[The audiencdaughs.]l just
gotthislaptop...)[37m, 319

Right, otherusesfor thealgorithm.Rsyncis startingto getusedin afew otherplaces,
whichis really good.I’'m hopingthatit’sgoingto beusedin alot moreplacesthough.
Perhapshe mostimportantoneis rproxy, which is embeddingsyncinto theHTTP
algorithm.And I ll talk aboutthatin asecondThentheres alsoaneffort underwayto
embedrsyncinto CVS. Rsyncaspartof aWAN filesystemis oneof my favorites.And
rzip is something developedjust out of academidnterest;it’s a very goodcompressor
It doesmuchbettercompressionparticularlyfor largefiles, thananything elsel’ ve
seenBut it’ s extraordinarilyslow; really, really slow. But if youreally needthatextra
compressioandyou’ve got a few weeksto sparethenyou know, it canbegood...
hours,anyway. [ 38m, 269

Soletstalk aboutsomeof thesealittle bit to give you someideaof the sortof things
you cando with this. Rsyncin HTTP is oneof the mostimportantones.And that’s
nearingthe pointwhereit’ sreadyfor releaselt’ sathing calledrproxy. And it’s being
developedby anotheruy at Linuxcarein CanberrdAustralia]. And whatthis doesis
basically think of the history of the Internet,the web,you know, of coursethe Internet
is theweh Think of the historyof theweh Basically we startedoff uncached;
everyonejust hada browser soyou know theold browsers.Thencachesvereinvented
becausé madethingsmuchfaster And thenCGI camealongandeverythinggot slow
again.Basically oneof the big problemsis theres massve cachenfrastructure
worldwide.Right, peoplehave Squidseverywhereandhierarchieof Squidsand
NetAppcachesandall thesesortof things.The problemis thatthey’re all completely
uselesgor dynamiccontent. And yettheworld is moving towardsdynamiccontentat a
very fastrate.[ 39m, 269

Probablyby volumeof datatransferredthe majority of the dataonthewebis already
dynamic.Or atleastit’ s gettingthatway. Sohow do we solve this?Well whatwe can
dois you canactually theres a coupleof proposaldo solve this; somepeopleare
proposingto, in themarkup,in theHTML or XML itself, you markupsectionghatare
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staticandsectionghataredynamic,etc. The problemis web site designersre
inherentlylazy, or braindeador something..somethingaboutthem.If we cant even
convincewebsitedesignersiot to put four megabyteimageson theirhomepageshow
arewe goingto corvincethemto putin the markupsectionsor dynamicand
non-dynamicandgetthemright?It’stoo mucheffort. We really have to doit in the
tools,soit justhappensl don't think thosemarkupthingsarereally a practical
solution,for thewide range really big use.[40m, 235

Theothertypesof solutions..theres a solutionbeingproposedatthemomentHTTP
delta.Unfortunatelyit really relieson storingoutgoingpagesHaving somesortof
databaser repositorywhereyou storeall pageghatyou send,sothatyou run a diff,
thenthey sendatagID to saywhich pagethey’ve gotin their cache andthenyou can
generatexdifferenceThethingis, | runafairly large websitemyselfandl justdon't
liketheideaof every pagel send, haveto storeonlocal disk. Becausd sendalot of
pagesAnd you know, storingall of thosepageswould be a greatpain.[41m, 00s]

SowhatrsyncandHTTP doesis it solvesthe problemby allowing only the differences
to gooverthewire, without having to storethe old files. Usingthis exactsame
algorithm.Sowhatyou do...it hasall of the nicefeatures..it builds ontheexisting
webinfrastructureYou know, sounddik e a salespitch. All of the contentis cacheable,
whethernt’'s CGI, whatever. Any contentbecomesacheabl@andtheres no extraround
trips. Becausextra roundtrips would be deadly We've got enoughof themalready
with TCP handsha&sandall that.[41m, 329

Sowhatyou candowith rsyncandHTTPIs...imaginetheclienthasa cachedile. Let’s
assumave haven't gotachickenandegg, we've alreadygot a cachedile there;we've
cachedsomeCGil file, okay Theclientgeneratethe signaturgrom thatcachedile and
addsit to therequestisanrsyncsignatureneaderin therequesfor the...re-requesting
thesamepage,it addsthis headerjt' s BASE64encodedr whatever. Thenthesener
generateshe pageasusual,sothe sener runsits usualCGI generatiorstuff, thenjust
beforeit goesonthewire, it says:oh, did theincomingrequeshave thisrsync
signatureheader®h, it did, thenl cangenerate diff. Becauset canusethatsignature
plusthe new pageto generatehe diff from theold page Becauset doesnt needaccess
to theold pageto generatehe diff. The signaturewill dothejob. [42m, 34s]

Soit generatethe pageasusual,doesthe checksunsearchandgenerateshersync
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differencesthenit sendghersyncdifferencesascontent-encodetsyncand(decodes
it to givethe new page,)sendst backto theclientandtheclientdecodest andshoves
thenew pagein its cache And this actuallyworks, it worksvery nicely andl get
massve speed-upsd; ve beenrunningthis for alittle while athome,acrossmy modem
link. I runit for thelasthopoverthemodem.Now I've gotISDN, sol haven't bothered
runningit for alittle while, but it reducedhetraffic over my modemlink for web
surfingin generabver a two-weekperiodby 90%,whichis a fairly large reduction.
[43m, 155

Thefactthatl throw gzip overthetop of it aswell helped,you know, it got someof
that.But afair bit of it wasin facttheimprovementdrom thealgorithm.Therproxy
projectis a projectto do this properly;l justdid aroughprototype. And Martin Pool,
who’s beenworking on Apachefor quiteawhile, is now working on building this into
Apacheanddoingit asa separat@roxy pluspossiblydoing patchedor Mozilla.
Thoughwe haven't startedooking into thatyet. And alsodoing patchegor SQUID.
And theideais thateventually you haveit in your SQUID sener, you haveit in your
websener, andthenyou endup just sendingdifferencedor CGIl pagesetweerthe
websenerandyourlocal SQUID. [44m, 03]

Theadwantage®f doingthat,of coursejs thatif your browserdoesnt understandhis
extension,you still getthe benefit.Becausehe way we've organizedt is thatyou get
the benefitbetweerthetwo furthestpointsin the HTTP chainbetweertheclientand
thesenerthatunderstandhe extension.Soif thesenerandyour SQUID both
understandt, you gettheadvantagejf thesecond-lgel SQUID andthefirst-level
SQUID understandt, but thesenerandclientdon't, you getthe advantageor thehop
betweerthetwo Squids.Soif you've gotsomeslow link or somethingyou canputone
of theseoverit andreducethe datagoingoverthatsection[44m, 40g]

[Thereis acommentfrom anaudiencanembel]

“It seemdo methatthis really only benefitsdynamiccontent,it seemdo methatit
benefitsdranscontinentatranspacifiqoroxy cachingefforts, but really doesnt do
arything atall for the...in fact,it doesnt evenfor pageghatarestaticor mostly static
andchangeweeklyor somethindik e that.But it doesnt really even...My impression
is thatthe bottleneckior mostof thosedynamiccontents thatthoseCGlsarejusttoo
slow andthey just...” [45m, 15s]
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No, no, no.If youhave alook at somethindike...if you goto somethindike
CNN.com,the pageremainsexactly the sameevery time exceptfor about8 bytes.They
have thislittle ID thatticks over on every page,okay Which meanghatwith current
technologyyou're resendinghat 150KB every time. Now the generatiorof it... you
cansolve thegeneratiorproblemby just gettinga fasterCPU.But it’ s relatively cheap
to getafasterCPU,or justgetmoreof them,have afarm.But it’ sharderto getafaster
network link. Whatthis doesis it allows youto tradeoff betweenCPU speedand
network speedthis costsyou someCPUspeed..it' s actuallyquitefast,you can
saturatea 10 Mbps network quite happily; with afastenoughCPU,you couldsaturate
100Mbps.But if you've gota bit of CPUaroundto sparebut you haven't gota
particularlyfastnetwork link, thenyou canusesomeof that CPUto reducetheamount
of bandwidthyou need[46m, 08s]

“Do you seeit overa 28.8Kbpsmodem,or ary high lateng link?”

Comeandlivein Australiafor awhile. [The audiencdaughs.]it’s notfor everyone,
you don’t wantto useit on anintranet,it’ s justgoingto be awasteof CPU onyour
intranet.But theres anawful lot of places..l’ ve heardthatalot of peoplein the US
have DSL; somethindik e 30% of household$iave accesso DSL, or couldhave DSL
if they wantedto in theUS.It'slike 0% or closeto it in Australia.But the other70%
couldbenefitfrom this sortof thing. You know, gettingthatlastmile to theend-user
This couldactuallybenefitquitealot. Okay, so,andof courseyou don't have to turnit
on,it’sjustafeature.[46m, 56s]

RsyncandCVS...BenElliston is working on that. Hopefully, it’ s goingto be doneary
daynow for the pastseveralmonths.It’ s thatkind of project.[47m, 055

Rsyncanda WAN filesystemthisis quiteinteresting.You cancombinersyncwith
lease-basefilesystemdo do the...You combinersyncwith a WAN-basedfilesystem.
Now leasefilesystemsit’ s a bit lik e the stuff in NFSv4wherebasicallythe clientcan
take aleaseoutonthefile anddo write cachingandreadcachingonthefile. [47m, 39g]

Now imagineyou hada WAN filesystemaglobalfilesystemwhereyou're reading
your mail from amachinein the US andyou're sitting in Australia.And you loadyour
10MB mailbox,you subscribeéo Linux Kernel[Mailing List], soyou've gotthis
massve mailboxandyou bringit up, thenyou deleteonemessag®eut of it, thenyou
save themailboxagain.[48m, 079]
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Now with normalnetwork filesystemswhatyou would have to do is sendthatwhole
10MB file, chug,chug,chug,chug,chug,backto the sener, becausgou’ve written a
modifiedfile. Thelengthhaschangedeverythinghaschangedaboutit. Right, but if
you've got aleaseonthefile, thenwhatwill happens thosewriteswill initially gointo
the pagecacheontheclient. Soin the pagecacheontheclient, you have the new file.
In the pagecacheon thesener, youwill have theold file. Soyou have two lumpsof
dataanda low-bandwidth high-lateng link betweerthem.Whatdo youdo?You
synchronizehe pagecachedetweerthe clientandthe sener usingthersync
algorithm.Whatthatmeanss thatwhatgoesover thewire is just afew bytes,because
it says:oh, all of this partof thefile is the same andall of that's the same andtheres
thesefew bytesthataremissing.[48m, 555

Noticeoneof thethings,| didn’t pointthis out earlier aboutthersyncalgorithmthat
arevery differentto diff. Diff only handlesnsertionsanddeletionsHave ary of you
noticedthatif you move aroutinein afile, thenyou sendthe diff, whatit doesis says
minus,minus,minusthis oneandplus, plus, plusthatone;if you useed-stylediffs it
justsaysedit out this bit andaddthatbit. It repeatgshewhole chunkin its new location.
That's becausdt canonly handleinsertsanddeletesit encode®verythingin termsof
insertsanddeletesWhereasf whatyou actuallyhave is amove of alump of datain
thefile, you cant encodehatwith a diff-style algorithm.Rsyncencodeghatasa
move. Becauset justsays:thistokenis atthatlocation.Soyou canhandlearbitrary
moves.Whichis particularlygoodfor remotefilesystemsf you've sortedthefile or
donesomethingveirdto it, you've moveda chunkof dataaroundandresae thefile, it
will encodehat.It alsohandlesinaryfiles quite well. Thething aboutgzippedfiles, if
I’ve gotasecond) cantell you aboutthose..Question750m, 02s]

[The spealer callson anaudiencanemberfor aquestion.]
“The brandnew filesystenthere...”
It doesnt exist yet...

“but in theory though,theres a significantproblem.You're sayingupdatego thefile
aremaintainedn the pagecacheandl presumeéhersyncalgorithmupdatedo the
filesener occurwhenthefile is closed...”

Or whenit’ sflushed.Typically with lease-basefilesystemsyou flushevery 30
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second®r minuteor whatever. [ 50m, 25s]
“Okay, soevenif thefile is still open...”
You're worriedaboutturning off the power andlosingit...

“No, | wasmorethinking if you make somary updatedbetweerfopen()andfclose()
thatyoufill upyour pagecache...”

Hangon.Butif thedatais in memory right... now it doesnt recordthechangegou've
made It’s notlike...thereareotheralgorithms;thereareothersystemsandwhatthey
dois they recordall the edits,thenthey sendthe editsasanedit list, which canbecome
infinitely largeif you madealarge numberof edits.That's not how this works;it’s
whenyou save thefile you've gotthewholefile asthe new file andyou've gottheold
file atthe otherend.You don't have alist of editsavailableto you. To have thelist of
edits,you needto instrumentall of your applicationsyou don’t wantto instrument
your applicationsSoyou’ve got this lump of dataon oneend,the new file, you've got
theold file asalump of dataon the otherandall you're doingis usingthis asa fastway
of gettingthe old datato equalthe new data.[ 51m, 26s]

[The spealer callson anaudiencanemberfor aquestion.]

“So it sounddik e aninterestingapplicationwould bersync-dif.”
Thethingis thatcontexts area problem.You cant getcontexts. [ 51m, 39s]
[Thereis anunintelligiblecommentfrom theaudiencenembelj

That's Xdelta. Have you seenXdelta?Xdeltais anrsync-inspiredeltaalgorithm;it’ sa
very nicedeltaalgorithm.It worksreally well on binaries.It worksreallywell... and
producessery smalldifferenceslit wasoriginally basedonthersyncalgorithm.The
thing s, sinceit’s alocal differencingalgorithm,he’s got high bandwidthbetweerthe
old andthenew file. Sohewasableto tweakit andtweakit andtweakit andtweakit
andnow really it’ s nothinglik e thersyncalgorithm.It’ sreally justinspiredby it. And if
you wanta local differencingalgorithm,useXdelta. It’s a hell of alot betterthanusing
alocalrsyncbecausde knowsthatbotharelocal, hecando all sortsof tricks to make
it really fast.In fact,it will give approximatelythe samedifferencesasif you hadrun
rsyncwith the-b4, block sizeof 4 bytes.[52m, 31s]

[The sameaudiencenemberasksanotherguestion.]

25



The Rsync Algorithm

26

“Well whatif 1 weredoingacvsdiff from aremoterepository?”

Ahh, well that's wherewe arebuilding it into CVS. InsideCVS thereis afile send
operationandthefile sendoperationon the otherendyou have the bestgues=f theold
file. It doesnt have to betheold file; it justhasto beyour bestguessatit; thelast
revision or whatever. Thenwhatyou dois insidethefile sendmethod,insideCVS, you
gofile sendrsyncmethod;youdon't call outto rsync,you justcall thelibrary and
that'swhatBen’s addingto CVS.[53m, 095

“I'm surprisedheclientdoesnt diff locally in localmode.”
It’ s got bothfiles thenandrunsdiff.

Yeah,andthat'swhatBen's adding.He’s addingit... it helpsannotateit helpscommit,
it helpsdiff, it helpsanywhereinsideCVS,if youdoacvs-t (trace),whenyou see
sendingfile blah. Thosebits getspedup. [53m, 31|

[Thereis aquestionfrom anaudiencenembet]
“Any specialissuesn copying directoriesto directories?”

Well thersynctool hasall sortsof options;doesrecursve andknows aboutsymlinks
anddirectoriesanddevicesandinodesandrsyncis quite commonlyused..In fact,|

did aninstallwhenl changedarddiskson my laptop,from oneharddisk to the other
with justrsyncfrom/ to/ andthenboot,| justhadto runLILO. Soit will handleall of
thedifferentpropertieslit will do devicesandall thosesortof things.And it knows
aboutdirectoryhierarchiesandhardlinks andall thatsortof stuff. The hardlink
supportis optional;you have to add-H, andit’ s a bit slow; thealgorithmfor doinghard
links is abit horrible.But it knows all aboutdirectoriesandthings.[54m, 249

“Is all of thatstuff obviouswhenyou think it through,or...”

No, therearesometricks to it. Themainthingis lateng/-saving tricks. If you've gota
wholetreeof amillion files, youdon’t wanta million roundtrips. You don't evenwant
oneroundtrip perdirectory Sowhatit doesis, in fact,onelogical sendfor thewhole
tree.Onelogical sendof a streamof signaturesandin facttheresthreeprocessest
formsalittle triangleof processed.54m, 48s]

We've got, at oneendof thelink, the generatoandtherecever; andthe generatois
generatingignatureon thetreeasfastasit canandstuffing it down thelink. The
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sendemtthe otherendis receving thosesignaturesndis generatinghe differences
andis sendingt backto therecever attheotherend.Thereceveris having differences
thrown atit asfastasit canandgeneratinghew files.[55m, 07s]

Which meanghewholethingis onelogicaltrip pipelinedfor thewholetree.Whichis
why rsyncworksreally well for largetrees. Becausef lateng saving with smallfiles.
Also, theway it encodeghefile list, transferringthefile namesijt hasvarioustricks. It
endsup encodinghemasapproximatelytenbytesperfile, includingall of thevarious
sizeinformationandthings.Lik eit hasabit to saythatthisis the samedevice number
asthepreviousfile. It hasabytewhich sayshow mary bytesarein commonwith this
filenameandthe previousfilename [ 55m, 415]

Thatsortof thing, soit packsit andcompresseandthis sortof thing. Sotheres
variousticks in there.l wentabit mad,actually andtried to sase every bit. And it was
amistale. Becauseseveralpeoplehave asked aboutmakingthis anIETF standardcand
doingsomesortof RFCandthatsortof thing. Theformatonthewire is too horribleto
putin adocumentBecausd tried to sase every bit. Whenyou save every bit, you end
up with avery specializedormatandit waslik e rebellingagainsthe SMB protocol.
You know, | wasdoingsomethingcompletelydifferent.But insteadwhat!’d like to see,
if we're goingto make arything astandard|’ d like to seea new tool developedon top
of librsyncwhichis much,muchcleaneybut usesa sensibleencodingratherthanthis
saving every bit encoding|56m, 27s]

[The spealer callson anaudiencanemberfor aquestion.]

“Compressedlata,streamcompressedndblock compressedata;how doesrsync
work onthosefiles?”

Okay, compressedata.Basicallythersyncprogramworksfine on compressetiles,
theactualbinaryworksfine, but thersyncalgorithmis notvery efficienton compressed
files. And thereasorfor that...it depend®nthetype of compressionhut most
compressiorlgorithms..if you changehefirst byte of thefile, thenevery byte of the
compressefile beyondthatpoint getschangedNow theres aneasyworkaround(You
couldjustsendthewholefile.) [57m, 079

In facttheres two workaroundspnethateveryonetendsto suggestis why don't you
uncompressghefile, sendthe compressedifferenceof theuncompressetfile then
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re-compressittheotherend.And thereason don't dothatis: sureyouwill getthe
right uncompressedataat the otherend,but youwon’t endup with anidentical
compressefile becausgouwon’t necessariljhave the exactsamerevision of zlib at
bothends A differentversionof zlib will decompresthefile with no problem,but it’ Il
compresst differently It’ Il have differentoptions;it won’t necessarilyproducethe
samecompressedtream Which meanssureyou will transferthe correctcompressed
data,but the MD5 checksunof thetwo files maynot bethe same And thatis a
problem,becausdf peoplestartedusingrsyncto distribute RPMs,andthey comeup
with a differentMD5 checksunor tarredgz afterthetransfer everyonewould lose
faithin rsync.[58m, 02s]

Sotheresaway you cangetaroundthis, but it requiresa smalltweakto gzip or bzip or
whatever the compressiomlgorithmis. And thegzip oneis easiesto explain. Gzip has
a 32K buffer, a historybuffer. Now gzip usesdynamicHuffmanencodingwhich
meansf you changeonebytein thefile, everythingafterthatpointin thefile changes
in thecompressedata.Problem;thatmeansf coursethatrsyncwill beterrible,
unlessof coursethechangds towardthe endof thefile. [58m, 319

But whatyou cando is insidethe gzip algorithm,you keeparolling hash..(We've got
anearthquak, have we?[The chandelieiin the ceilingis shaking.]A truck, okay)
Insidethe gzip algorithm,you maintainarolling hashof thelastsayhundredoytesor
threehundredbytes,or whatever numberof kilobytes.In fact,tenkilobyteswould
probablybe optimal. Sothelasttenkilobytesrolling hashandyouroll thatalongwhile
you're doingthe gzip. Now wheneer thatrolling hashequalsa particularnumberand
zerois agoodnumberthenyouresettheinternalcompressionablesof gzip.[59m,
119

Whatthatmeangs thatthe differencesion’t propagatenorethantenkilobyteson
average Sowhatyou endup with... that'sif you’re usingaten-bitrolling hash..a
ten-bitrolling hashwould meanit’ s onekilobyte, but whatever... twelve bit, elevenbit,
whatever. Soit’s atiny tweakto the gzip algorithmandis onel’ ve beenmeaningo
submitto the gzip maintainersandthe zlib peopleto basicallymake gzip
rsync-friendly And it doesnt affectthe compressiomatio muchatall. Very, very small
differencein thecompressiomatio. But it doesmeanthatyou've got afifty megabyte
targzfile andyou've gotadifferentversionof that.targzfile, thenrsyncwill dovery,
verywell onthat.And it will endup with avery smalltransfer Sothat’s a proposed
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change[60m, 06s]

In the caseof bzip, you do the samething, but with alonget.. whatyoudoin bzipis
you selecta block size;normallyyou selecton thecommand-lineNormally, it's 900K.
In fact,-9 meanY00K, -n means times100K. Whatyou dois you setthe...you keep
arolling hashof aboutthelengthof thatblock sizeandyou basically.. you restartthe
blocks;you haveto do alargerblockin thatcase soit would only be usefulfor really
big files. Do alargerblock andyou resetthe bzip tableswhentherolling hashequals
zeroin eachcase And you dont... whenyou do that,you don’t keepyour dynamic
Huffmantablesbetweerblocks.[ 60m, 52s]

[The spealer callson anaudiencanemberfor a question.]

“Y ou talkedearlierabouthow you weredoingthehierarchyyou treatit asonebig
thing; doesthis meanyou canactuallycopewith whenafile getsrenamed?”

Copingwith files thatarerenameds partly in there;it’s calledthe fuzzy option,—fuzzy.
It'sin the CVStreepartly; it’ s broken,it doesnt work yet. | startedcodingit afew
weeksago.Theideais to copewith renameso...it" s for Debiantreesandthatsortof
thing.| shouldcall it the—debianoption.[The audiencdaughs.]Wherebasically you
putoutyour .debfiles or your sourcefiles or whaterer andthefilenamechangesvery
time you putit outandsowhatit does.. I’ ve gotvariousheuristicsor finding the
closestmatchfilenameto usefor the signaturesAnd it looksfirst in the current
directoryfor files with atleastsix charactersn commonandvariousotherstupid
heuristics And theideais it will find filesthataresimilar namedhathave been
renamed[61m, 519

If youwantto actuallyhandlearbitraryrenamesit’ s very expensve becauseou need
to beableto searchfor the signaturescrossall of thedirectoriesIt’sanN-squared
problem...andit’s expensve. But handlingrenamedo similarly namedfilesis easyor
doingonthecommand-lineif you have anoptionto saythisfile equalghatfile. In fact
you canhandlerenamesow if youwantto doit all onthecommand-lineyou canjust
sayrsyncthisfile to thatfilename And it’ s perfectlyhapyy to have differentfilenames
on eitherend.ls thatwhatyou wereaskingabout? 62m, 23s]

[The audiencanembercontinues.]
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“No. | musthave misunderstoothiow you saidit works,because thoughtyou treatedt
asif it wereonelargefile...”

No, | don't treatit asonelargefile; it'sjustthatl pipelinethe signaturegrom eachof
theindividualfiles.[62m, 36s]

[The spealer callson anotheraudiencenemberfor a question.]

“What if whenyou transferrediles reversibly, you madeatar file of thedirectoryand
transferred¢hat?”

You couldindeeddo that, but it wouldn't give you the nice propertieslt would take an
awful lot of disk spaceatthe otherendto storethetar file thenunpackit. Theway
rsyncworksatthe momentthe destinatiorfile is createcasatemporaryfile, adotfile,
thenit’ srenamedatomicallyattheendoverthefile. You canrsynctar files. And in fact
in my thesis that'swhatl did. If youlook in my thesisall of my resultsarefor
rsync-ingof tarfiles. And thereasorfor thatis thatall | wasinterestedn wasthe
algorithm,notall of the associatedarbageof directoryhandlingandall that. Soto get
rid of all that,| justtransferrednefile. But | wantedit to bearealisticfile, sol did tar
files of the Linux kernelandemacsandthingslik e that. Soin fact,doingtarfilesis
perfectlysensible Althoughdon't make the block size512-bytesyou getvarious
thingswith tar files at 512-byteoffsets.[ 63m, 355

[The spealer callson anaudiencanemberfor aquestion.]

“Another interestingthing you cando in therenamesituationis you canusetheinode
numbers.”

Right, yes.Indeedl coulddothat;l hadnt thoughtof that.[ 63m, 48s]
“You couldlook first at this magicinodetable...”

Yes,yes.But the,hangon...Whichinodenumberareyou goingto match,becausegou
don't havetheold inodeif you're doingit betweertwo machines.

“The masterfile onthatside.”

Butif you've gotthemastelffile onthesame..youwould have hadto have cachedhe...
you would have hadto have doneanls -li previously andstoredthatsomevhere.You
don't havetheold inodenumber[64m, 20s]
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“Y ou hadto scanthetreeanyway andlook at all of thesefiles.”

You have to scanthetreeon onemachine you have thenew scantreeon both
machinesYou don't have theold scantreeon the destinationWhich meansyou don't
have theold inodenumber

“Y ouwould have to befuzzy ontheoppositeside...”

You would have to have someforethoughtandthe administratomvould have hadto do
anls -li andstoredtheinodenumberssomevhere.[ 64m, 459

“Y ou couldextendthersyncprotocolto sendthemover...”

| do sendinodenumbersvhenl’m doinghardlinks. If you usethe-H option,it sends
device andinodenumberspecausehat’'s how it detectshardlinks. [64m, 589

[Thereis anunintelligiblecommentfrom anaudiencenemberj

I’m not...maybewe shouldtalk aboutit after.. I'm notquite surethatworks.[65m,
08g]

[The spealer callson anotheraudiencenemberfor a question.]

“How well doesthersyncalgorithmwork for really hugefiles?Doesit still useabout
1% of thefile size?”

Whatyoudois...theoptimal...it worksfine for big files. Optimally you shouldscale
theblock sizeasthe squareroot of thefile size.In practice| scaleit linearly with the
file size.And whathappenss asyou getareally, really big file, you getareally, really
big block sizewhich meansyou don't seesmallmatchedetweerthetwo files. And the
reasorl scaleit like thatis because lik e thefactthatrsyncwith its default optionswill
never beworsethan1% over sendinghe wholefile, okay, because¢hesignaturesare
approximatelyl% of the datalength.Whereasf you scaleit accordingo the
mathematicallyoptimal,whichis approximatelythe squareroot of file length,thenthe
problemis thatthe worstcasebecomegjuite badin the caseof largefiles. [ 66m, 08

You canendup with quitealarge percentagever the caseof just sendingthefile. But
you cantunethatonthe command-lineTherearesomecasesvherepeoplearedoing
verylarge DNS, you know, millions of machinegype stuff zonefiles andthey’re doing
lots of updateoonthemandfor example,you mightwantto setasmallerblock sizethan
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thedefaultbecause.If you know somethingof the structureof thefile, andyou know
thattherearerecordsn thefile of approximatelyn-bytesin length,approximatelythen
settingthe block sizeallittle bit smallerthannis agoodidea.[66m, 41s]

“I guesany questionwasmorerelatedto theamountof RAM you requireto do thefile
send.Doesit alwaysrequirel% of thefile size?”

No, it rolls alongthefile with awindowing thing; it doesnt require.. it doesrequire
storingthe signaturesbut becauseét scaledinearly, it hasanupperboundonthe
memoryit will usein thatcase.The mainproblemwith the memoryuseof rsyncis
holdingthefile list. Becausef theway | designedt... | didn’t really designrsyncfor
beingusedin the caseof hundredsof millions of files with four megabytemachines,
but peopleareusingit thatway. [67m, 149

And the problemis thattheinternalstorage..l storethewholefile list andsortit,
becausét’ sreally corvenient,having a sortedfile list for anumberof reasons,
particularlyhardlinks andthings.l sortthefile list, sol have to storeit in memoryand
becaus®f that...andtheinternalformatusesapproximatelyl00bytesperfile, soif
you have amillion files you aretransferringthenit requiresL00 megabytesof RAM,
approximatelyinternally. Now that’s expensve. Onthewire, it only costsabout10
bytesperfile, but | useanunpaclkedformatfor fastaccessn memory [67m, 529

Now I'm planningonfixing that;| postedsomethingabout18 monthsago,ayearago
or so,to thersyncmailing list of how | canfix this andit’ s a bit involved,but you can
have alook onthersyncmailinglist; theresalink to it onthersynchomepage.
Theres away aroundthis, but unfortunatelyit’ s fairly involved,whichis partly why
I’ve beenavoiding doingit thusfar; I’ ve alsobeenbusywith variousotherthings.But
yeah,thememoryusages primarily in the holding of thefile list; the sizeof thefilesis
basicallyirrelevantto the memoryusageof the program.Your pagecacheof course
will behit badly [68m, 24s]

[The spealer callson anaudiencanemberfor aquestion.]

“I'm justcuriouswith therenamingproblemagain;if youwereto justsendafile list at
the beginningfollowedby a hugeblock of datacorrespondindo the contentsof all the
files...would thatnot justautomaticallysolve the problem?”
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Think aboutthe orderof magnitudeof the problemof matchingsignaturego files.
[68m, 475]

“Well it would be equivalentof just sendinga largetar file exceptyou...”

No, it'snot. You alsoneedabiggerblock sizeto male it efficient. Therearevarious
thingsyou cando, but noneof themareparticularlyappealing[ 69m, 059

[Thereis acommentfrom anotheraudiencenember]

“There’s a conflict hereon the onehandof trying to sendmillions of files anddo that
efficiently in termsof overheadandonthe otherhand the desiresomepeoplehave of
sendinga datadistribution list of RPMswheretheres only athousandiles and
handlingrenames.[69m, 279

Yeah,you'reright. In the caseof athousandiles, you could have analgorithmthat
coulddo muchbetterwith renamesandyes,handlingrenamess something do want
to do, partly becausef the stuff Stevenhasbeendoingwith his apt-proxystuff, where
he’s actuallydoneanrsync-base@pt-proxysystemAnd look for it; | think it’s called
apt-proxyisn’t it Steven?Whereareyou?Yeah,hewasnotlistening...[The audience
laughs.]Have alook at freshmeat.nedipt-proxy;handlingrenamesandstuf lik e that
would be cute.[69m, 595]

Thelastfew minutes)|’ Il justgetonwith rzip. Rzipis the compressiomlgorithm.This
is primarily of academidnterest.But it’ s quite nice asfar asthe compressiomatiosit
gets.Rzipis anrsync-inspireccompressiomlgorithm,but it' s not exactly thersync
algorithminsideit. Butit hasalot in commonwith thersyncalgorithm.Originally, it
sharedalot of code,andthenit didn’t for speed|[70m, 20s]

But it doesgive somevery niceresults.Thesearethe compressiomatioson various
files...a particularversionof emacqyou cangetthe versionsout of my thesis)a
particularversionof Linux, my developmenthomedirectoryfor Sambasoit’s gotlots
of differentversionsof Samban the same(home)directory),anda mail archie. |
collectedspamfrom a 24-hourperiodon samba.ay andnotice,it’s 84 megabytes[The
audiencdaughs.]Unfortunately samba@sambagmadeit ontosomespammeis
CD-ROM andsoevery spammein theworld hit us.And it wasreally quite awful. So
this wasthe collectedspamfrom alittle period.[ 70m, 575]
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Anyway;, it compressesery nicely. Peopletold methatcompressingpamwasreally
easy;rm doesit beautifully [The audiencdaughs.]But anyway, if you do wantto keep
it for variousanalysispurposesthenthisis great.Sothesearethe compressiomatios.
Now noticethatrzip winsin all casesln somecasesyzip wins by along, long way.
[71m, 169

For example,my homedirectory my developmentareamy Sambadevelopmentarea;
gzip gets3.50compressiomatio, bzip2gets4.78,rzip gets8.93.Now if you know
arything aboutthe compressiotiterature,you’ll know thatgettinglik e aten-percent
improvementover somethindik e bzip is consideredjood,gettinga factorof two better
is consideredjuite extraordinary [ 71m, 395

Thereasoris thatrzip, takingadvantageof therolling checksumsndthings,canusea
massve history. gzip usesa 32K history;bzip, by default, usesa 900K history;rzip, by
default, usesa 250 megabytehistory. Right, sosayyou're backingup homedirectories,
/homeon a big system And two peoplehave got checled-outcopiesof the Linux
kernel.And yourzip atarfile of /home.Thenwhenit comesto the secondcopy of the
Linux kerneltree,a hundredmegabytesafterthefirst one,it will say:oh,it'sthesame
asthis onebackherewith thesesmalldifferencesandafew bytesgo out. [ 72m, 229

Soit canfind matchingchunksof the orderof hundredof megabytesgoingbacka
guartergigabyte And in factyou canmake it morethana quartergigabytesvith some
tweaks.And theway it doesthis...it's a bit lik e floating point; normalgzip-like
algorithms..they’re basicallyoffset-lengthalgorithms;they’re basedn: heres amatch
atoffsetthis in the historyandthis lengthof match.Well whatl dois the offsethasa
mantissaandexponentportion. Which meanst is offset2 to the power of this plusthis.
Therzip algorithmusesthersyncrolling checksumso find the matches[ 73m, 09s]

And it’ svery, very, very slow. But if you needto compresseally big files,andyou
think theres alot of commondatain it, like/homeor spamfile or somethingthenrzip
is probablygoodfor you. And it’ s availablein therzip CVS here.l' ve never releasedt
to theworld becausét really is of academidnterest primarily. I’ve justtold a few
compressiomlacesaboutit, but it is availableunderthe GPL if anyonewantsto useit.
[73m, 349

[The spealer callson anaudiencanemberfor aquestion.]
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“How’'sthe decompressioapeed?”

Betterthanthe compressionbut still notgood,but primarily becausdt’ s lousycode,
it' sacademicode.[The audiencdaughs.]it’ s written with instrumentatiorandthings
in it. As anexampleof whatl meanby academiaodein this particularcasejt has
built-in to it abzip-like,becausé usesbzip asits entropy encodeionthebackend.My
implementatiorof bzip is 50-60timesslower thanthe onein bzip2.It’ sthatsortof
code.It’s codethat’s clearbut not particularlyfast.Soif anyonewantsto speedt up,
they can,but speedingip the compressioro beactuallyacceptablyfast,| think would
beahardtask.[ 74m, 179

For moreinfo onrsync,you cangetit atrsync.samba.gr, rsync.og isn’t my site. |
have noideawhatit pointsat...apparentlythereis anrsync.og, but anyway,
somebodys grabbedt. [ 74m, 325]

linuxcare.com.au/rproxif you wantto hearabouttherproxy accelerator

My homedirectoryhasgota copy of my thesisandthings.Theres atechreportabout
rsyncaswell. Don’t readthetechreport.Readthethesisinstead.Thethesisis clearer
andmoreaccurateThetechreport,we wrote whenPaul andl wereonly just started
working onthis stuff. And Paul Mackerrasis my supervisoiat ANU; we workedonthis
stuff a bit togetherSothethesisis afar morereadableandaccuratedescriptionof
rsync.[75m, O1s]

And if youwantto checkout someof the codethatisn’t releasedet, like rzip andthe
latestversionof rsync,thengoto the CVS areaon samba.ag. [ 75m, 119

[The spealer callson anaudiencanemberfor a question.]

“A while ago,l think, you hadsomemusingsaboutproblemsof synchronizingnary
millions of files whentherewerenottoo mary changesl guessyou hadsomeplansfor
somekind of a hierarchical...”

Yesexactly, that'swhatl describecearlierwhenl saidof thewaysof reducingthe
memoryandimproving thingsfor certaincommoncasesPeoplewerestartingto do
thingslik e rsyncexport mirror.arnet.edu.auhis massve FTP siteis equivalentof
metalabin Australia,andexportingthe wholetreeandtheloadon the senerwasquite
highwhenyou startanrsyncof thewholetree.And additionally the memory
requirementgrefartoo high.[76m, 01s]
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And it canbefixed.| justhaven't fixedit yet. Hopefully, I'll fix it soon.I’'m goingto be
usingalittle tdb databas¢o storethe cacheccopiesof thedirectorytrees,sol don't
have to stat()all theinodesall thetime andbring thosepagesnto memory And that
will speedhingsup alot asfar asthelaunchtime for scanninghefile list andthenl’ ve
gotthis hierarchicaideawhich unfortunatelydoesaddoneroundtrip perelementn
the hierarchybut thatwill improvethingsalot asfar asthesizeof thefile list in
memory Yeah,but it's notimplementedyet, sol cant promisewhenit’s goingto be
done.It justdepend®nwhatotherthingsI’m working on.If somebodyelsewantsto
doit first, thensubmitthe patch.[ 76m, 44s]

[The spealer callson anaudiencanemberfor a question.]
“Can’t thesenerhave precomputeaignatures?”

No, becausé¢he clientgenerateshe signatures.

“What if youdid it the otherway around?”

You cando sener-generatesgignatureandyou coulddo precomputedener
generategignaturesAnd therearesomeotherreasongor doingsenergenerated
signaturesThe mainonesbeinga patentconcernBut unfortunatelyit requires
basicallya completerewrite of rsyncandit won't be backwardscompatible Paul andl
hadbeenconsideringdoingthat.We maydo it at somestageandwhenwe dogoto
sener-generategignaturesye canstart;we do have the possibility of doingcaching
of those But while we’re still doingclient-generatedignaturesvithin thecurrent
infrastructureof rsync,you cant doit. It would basicallybeanew program[77m, 30s|

[The spealer callson anaudiencanemberfor a question.]

“Y ou told meyou maybethinking of usinga databasef signatureto do an
incrementabackupusingrsync...”

Yeah,| talk aboutthatin my thesisalittle bit. That's anotherapplicationfor rsync.You
cando very niceincrementabackup..it’ sidealfor lik e taperobots,taperobotbackup.
Sayfor example,you've gotasilo, soyou'’ve got very, very slow accesgo themain
datain your tapesilo. But typically, you've got afastfront-enddisk, whichis, maybe a
tenthof a percentof thetotal sizeof yourtapearchive. [ 78m, 10g]
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Whatyou candois: yourinitial backupyou storeto thetape,but thenyou storethe
signature®f thefiles ontapeon thefront-enddisks.Then,whenyou do a subsequent
backup,you cangetjustthedifferencesvithout actuallyhaving to retrieve theold files
off of tape.Youjustretrieve the signatureswhich aresmall, off of disk,dothe
differencingusingthersyncalgorithm,thenstorethe differencesitherto tapeor to
disk. Probablyto tapebecausdt’ s only awrite; it’ Il be muchfasterthanreadingin all
thedataandit’ Il besmall. And thatallows youto do very niceincrementatape
backupswith verylittle tapeactwity. [ 78m, 479

And yeah,that’sideal. It would alsobe goodfor WORM drives,CD drives,where
basicallyyou storethe original dataandyou just adda little bit of dataonto the endof
the WORM drive for the differencesachtime. It allowsyouto roll backto any version
nicely while storinga minimumamountof data.You could make areally lovely backup
systemthatway. Sol’ll expectthe patchesshortly. [The audiencdaughs.]And really it
would bevery nice. Therewasa compalty thatwaslooking atdoingit, | think, but it
would beniceif therewasanice GPLed backupprogramthatdid this.

Okay, thanksvery much.
[The audienceapplauds.][The presentatiorends.][ 79m, 39|

3. Additional resour ces

3.1. rsync

Detailsregardingthersyncapplicationmaybefoundat http://rsync.samba.gr

A copy of Andrew Tridgell’s Ph.D.thesisis availablefrom http://samba.ay/~tridge/

3.2. rproxy

Detailsregardingtherproxy project,protocolsandapplicationmaybefound at
http://linuxcare.com.au/projects/rproxy/
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3.3. Xdelta

Detailsregardingthe Xdeltaproject,protocolsandapplicationmaybefoundat
http:/www. XCF.Berkeley. EDU/~jmacd/xdelta.html

3.4. OpenSSH

DetailsregardingOpenSSHnay be foundat http://www.openssh.com

3.5. rzip

rzip andotherunreleasedodeareavailablefrom thesamba.ay CVS; detailsat
http://samba.ay/cvs.html

3.6. mail scripts

Themail scriptsmentionedn this talk (which usersync)maybefoundat
http://samba.a@/pub/tridge/misc/mailscrig
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